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ABSTRACT
With the advent of COVID-19, new virtual social activities arose.
These activities include virtual studying, which is studying while
joining a video conference. Virtual studying is different from most
virtual activities in that users try to minimize unnecessary interac-
tions while sharing their presence through video streaming. Here,
video streaming that runs in the background can cause problems
such as invasion of privacy and excessive self-awareness. In this
paper, we aim to investigate whether a new video conferencing
interface that reduces video explicitness but detects important ac-
tions can mitigate the problems of video streaming and still deliver
users’ presence in virtual studying. To this end, we designed a re-
search prototype in three versions: blurred video version, small
video version, and no video version. All versions were provided
with an activity recognizer that detects absence, leaning, and using
a smartphone. To evaluate the feasibility of the design, we con-
ducted a user study where four virtual studying teams used all
three versions of the prototype and participated in an interview.
Our study explored the effects of new design strategies for virtual
studying, which is a new virtual activity that focuses on sharing
presence.
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Figure 1: A screenshot of an open virtual study room, ‘StudyS-
tream’ [20]

1 INTRODUCTION
New virtual social activities emerged since the COVID-19 pandemic.
A few of these activities involve video conferencing, including vir-
tual eating, virtual exercising, and virtual studying. Among them,
virtual studying is an activity where users study while joining a
video conference (Figure 1). By joining a video conference where
everyone studies, users aim to create a library-like studying environ-
ment at home. As with the libraries, unnecessary interactions are
minimized in virtual studying. Instead, the users focus on sharing
presence and awareness through video streaming.

One problem is that video streaming may cause inconveniences
such as invasion of privacy and excessive self-awareness. This may
especially be the case for virtual studying where video streaming is
only used for sharing presence. In virtual studying, the camera runs
in the background while users mind their own business, making it
difficult for the users to care for and control what appears on the
screen.

In this study, we aim to explore whether a new video conferenc-
ing interface that reduces video explicitness but detects important
actions can resolve the problems of video streaming while deliv-
ering the presence of others in virtual studying. To this end, we
designed a research prototype and conducted a user study with
four virtual studying teams. The research prototype was designed
in three versions: blurred video version, small video version, and
no video version. All versions were provided with an activity rec-
ognizer that detects absence, leaning, and using a smartphone. For
the user study, the virtual studying teams used all three versions of
the prototype and participated in an interview asking whether the
presence was maintained, whether the problems of video streaming
were resolved, and their preference for each version.

The results of the study indicated that the presence was main-
tained in the blurred video and the small video versions of the
prototype, and the problems of video streaming were resolved in
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all three versions. Among the three versions, the blurred video
version was most preferred. This paper explored the effects of new
design strategies for a new virtual activity that focuses on sharing
presence.

2 RELATEDWORKS
Virtual studying uses video streaming to share presence and aware-
ness while studying. This resembles the use of video streaming in
the early studies of media space. Media space is a tool connecting
physically remote groups, and its early attempts used always-on
video streaming to provide informal awareness of the counterparts’
presence and activities [1, 12, 14, 16, 23]. The previous studies on
media space point out the problems of video streaming and explore
various design strategies to minimize the explicitness of the video.

The two major problems occurring due to video streaming were
privacy concerns [2, 3, 9, 10, 17, 19, 22, 24] and excessive self-
awareness [2, 8]. The privacy concerns arose as the users of media
space had a lack of control over their privacy. When they video
streamed themselves, they could not control who is watching them
and what is shown on the video. Excessive self-awareness occurred
as the users cared about how they appeared on the video and be-
came uncomfortable with the camera. Our previous study on virtual
studying also revealed that the users were overly aware of how
they appeared on the video and wanted to care less about how they
looked [18]. This study explores whether these problems could be
mitigated with the new interface.

Design strategies to minimize the explicitness of the video in
media space included showing only captured video images [1, 2,
14, 24], simply blocking certain parts of the video [5, 6, 8, 21], and
using video filters [2, 4, 7, 8, 11, 13, 15, 17]. Among them, the most
common strategy was using blur or pixel filters [2, 4, 7, 8, 11, 13, 15].
In this paper, we investigate whether the strategies to minimize
video explicitness can also be effectively applied to virtual studying.

3 METHOD
To investigate whether a new video conferencing interface can
mitigate the problems of video streaming while still delivering
users’ presence, we designed a research prototype and conducted a
user study with actual virtual studying teams.

3.1 Designing Research Prototype
We designed the research prototype in three versions: blurred video
version, small video version, and no video version. The blurred
video was chosen following the previous studies on media space.
The small video was chosen to explore whether a small video size
could also minimize video explicitness in virtual studying. No video
was chosen as the very opposite of showing videos. The size of the
blurred video was 700*700 pixels and the small video was 200*200
pixels.

All three versions of the prototype included an activity rec-
ognizer that detects absence, leaning, and using a smartphone.
These activities were chosen as they were considered important
when judging one’s studying attitude in virtual studying, accord-
ing to our previous study on virtual studying [18]. The activity
recognizer utilized an image classification model that was made

with Google Teachable Machine. It had five classes: upright, up-
right_with_phone, leaning, leaning_with_phone, and absent, and
each class was trained with over 2,000 images collected by filming
ourselves studying. The result of the classification appeared on the
screen in the form of a traffic signal with red and green circles.

We created three websites containing each version of the proto-
type for the user study. Screenshots of the three prototype websites
are shown in Figure 2.

3.2 User Study
For the user study, four virtual studying teams used all three ver-
sions of the prototype and participated in an interview.

The virtual studying teams were recruited through the online
communities of various colleges. Participation criteria were limited
to already-existing teams. A total of four teams composed of two
to three users participated in the study. They were all female, and
ages ranged from 24 to 35 with a median age of 26.5. Table 1 shows
the demographic information of the study participants along with
the order of the prototype versions used by each team.

The teams were first asked to read the purpose and the procedure
of the study and how the information will be used. After agreeing
to participate, they were given the links to the three prototype
websites and were informed about the order of which version to
use first, second, and third. They were then asked to use Discord, a
video conferencing tool that allows multi-user screen share, to show
each other’s prototype website in a gallery view. When they were
ready to study, one teammate sent us a picture before starting the
studying session (Figure 3). For their 30-minute studying session,
they were asked to study as usual while using each version for 10
minutes.

After the studying session, an interview was conducted asking
whether the presence was maintained in each version, whether the
problems of video streaming were mitigated in each version, and
their preference for each version. The interview lasted for about
20 minutes. All interviews were recorded with the consent of the
participants and were transcribed for analysis. After the interview,
the participants were compensated with a voucher worth 30,000
KRW (about 23 USD).

The interview data were first quantitatively analyzed to measure
how many participants answered that the presence was maintained
and the problems were mitigated in each version, and to measure
the rankings of the three versions. The reasons behind their answers
were utilized to understand the relationships between the design
strategy, maintaining presence, and resolving the problems of video
streaming.

4 RESULTS AND DISCUSSION
According to the interview results, nine to ten participants an-
swered that the presence was maintained in the blurred video and
the small video version. On the other hand, only one participant
answered that the presence was maintained in the no video ver-
sion. Regarding the problems of video streaming, six participants
answered that the problems were resolved in all three versions. The
rankings of the three versions of the prototype showed that the
blurred video version was most preferred, followed by the small
video version, and the no video version was least preferred (Figure
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Figure 2: Screenshots of the prototype websites in the order of blurred video version, small video version, and no video version

Table 1: Demographic information and the order of the prototype versions used

Team ID Gender Age Occupation Assigned Order
Team 1 P1 Female 27 Job Seeker blur > small > none

P2 Female 26 Job Seeker
P3 Female 25 Graduate Student

Team 2 P4 Female 24 Undergraduate Student small > none > blur
P5 Female 24 Undergraduate Student
P6 Female 25 Job Seeker

Team 3 P7 Female 28 Graduate Student none > blur > small
P8 Female 29 Office Worker

Team 4 P9 Female 31 Undergraduate Student blur > none > small
P10 Female 35 Undergraduate Student

Figure 3: Picture of team 1, 2, and 3’s virtual studying screen using the blurred video version of the research prototype

Figure 4: A summary of the answers to the interview questions

4). Additional insights regarding the relationships between the de-
sign strategy, maintaining presence, and resolving the problems of
video streaming are as follows.

Presence and the Video Types. The interview results indicated
that the presence was maintained when there is a video, even when
the video is filtered or small. However, the presence did not seem
to be delivered when there is no video at all. P10 answered, “The

first (blurred version) and the third (small version) one felt like we
were studying together because there was the video, but I couldn’t
feel my friend’s presence when using the one with only the text
because I couldn’t see her at all.” This may be because the main
role of video streaming in virtual studying is to deliver presence.
In that sense, video is important to feel the presence of others but
a clear view of the counterpart is not necessary. Similarly, P7 said,
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“I liked the blurred version. I can see that someone’s there, I’m not
trying to see their face, I only need the presence.” P9 also added, “I
could still see my partner with the blur filter, just enough to make
me feel like we’re studying together.”

Presence and the Activity Recognizer. Activity recognizer was
initially designed to deliver the presence of others, but instead it was
used to feel one’s own studying presence. While nine participants
answered that they could not feel the presence of others without
the video even with the constantly-changing signal of the activity
recognizer, all ten participants used the recognizer for their self-
surveillance effect. According to P10, “The absent signal made me
stay in my seat, and trying not to leave my seat helped me to
concentrate better.” P4 also said, “The red signal made me realize I
was leaning and I liked how it alerts me,” and P5 added, “I was trying
not to use my phone because the red signal was really strong.”

Problems of Video Streaming and the Video Types. Six out of nine
participants answered that all three versions mitigated the problems
of video streaming. One participant (P2) was not counted as she
thought that video streaming does not cause problems when study-
ing virtually. While the no video version most effectively solved the
problems by eliminating the video, the blurred video also seemed
to be a good solution since it “adequately hides (P9)” what might be
“embarrassing to show to others, like my face and how I look (P3)”.
Still, one participant (P8) answered that the problems remain as
long as there is a video regardless of the filter and size. Aside from
P8, the two participants (P7, P10) who also answered that the small
video did not resolve the problems of video streaming explained
that they were uncomfortable because of the video clarity. P7 said,
“Although it’s small, it was too clear and I was uncomfortable with
it. They could see my face clearly and I was kind of concerned about
how I appear on the screen.”

Presence and the Problems of Video Streaming. While maintain-
ing the presence of others and resolving the problems of video
streaming are both important, participants’ answers regarding the
rankings indicated that they care more about maintaining the pres-
ence. The no video version completely removed the problems of
video streaming but was ranked 3rd by eight participants, and all
eight of them pointed out its lack of ability to deliver others’ pres-
ence. Between the blurred video and the small video version, the
blurred video version was ranked 1st by more participants because
the video was “bigger (P5)”, thus delivering “greater presence (P7)”
and making the users “feel more like we’re together (P4)”. Yet, the
blurred video, although it is filtered, is still a form of video stream-
ing and was a burden for one participant. Thus, an ideal design
strategy should eliminate the problems of video streaming like the
no video version while delivering presence like the versions with
the videos.

5 CONCLUSION AND FUTUREWORK
In this paper, we addressed virtual studying which is an activity
focused on sharing presence through video streaming while min-
imizing any unnecessary interactions. We designed a new video
conferencing interface and explored the effects and limitations of
the design strategies for this new virtual activity.

However, our user study had three limitations and requires fur-
ther research to confirm the applicability of the insights. First, the

participants were all female and may have been more sensitive
to the problems of video streaming. Second, 30 minutes of virtual
studying session with 10 minutes for each version is insufficient,
considering that the usual duration of a virtual studying session is
two to three hours according to our previous research [18]. Lastly,
the activity recognizer may not have correctly detected every move,
possibly affecting the perceived effectiveness of the design. Based
on this pilot study, our future study will explore additional design
strategies and conduct research involving different groups of users
in a more realistic setting of a virtual studying environment.
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